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Abstract

This paper examines how significance inflation has varied across time, meth-

ods and disciplines. Leveraging a unique data set of impact evaluations on 20

kinds of development programmes, I find that results from randomized controlled

trials exhibit less significance inflation than results from studies using other meth-

ods. Further, randomized controlled trials have exhibited less significance infla-

tion over time, but quasi-experimental studies have not. There is no robust dif-

ference between results from researchers affiliated with economics departments

and those from researchers affiliated with other predominantly health-related de-

partments. Overall, the biases found appear much smaller than those previously

observed in other social sciences.
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I. Introduction

Specification searching is a concern for all quantitative disciplines. However, it is not clear

when it is likely to happen. The term ‘specification searching’ could be used to refer to

several phenomena; here, I narrowly consider what I will call ‘significance inflation’, i.e. any

process, such as running multiple regressions and disproportionately reporting those that

are significant or collecting more data until results are significant, that leads the statisti-

cal significance of reported results to be inflated. This is also known as ‘p-hacking’. This

paper exploits a new database of published articles and unpublished working papers relat-

ing to international development to explore the issue. The data, collected in the process

of conducting 20 meta-analyses of development programs, allow me to test for differences

in significance inflation across time, methods and disciplines. I find that randomized con-

trolled trials (RCTs) exhibit less significance inflation than papers using a quasi-experimental

approach. I also find that randomized controlled trials previously exhibited significance in-

flation, but this decreased over time; in contrast, biases in quasi-experimental studies have,

if anything, grown over time. I compare results from studies by economists with results from

studies by non-economists, but the differences are insignificant in most cases. In the data

set considered, these ‘non-economists’ are mostly health researchers. Both the economics

and non-economics results appear to suffer much less significance inflation than has been

found in other social sciences (Gerber and Malhotra 2008a; Gerber and Malhotra, 2008b). I

consider both published and unpublished papers and find more bias in published papers.

Specification searching has long been seen to be a problem in medicine (e.g. Begg

and Berlin, 1988; Simes, 1986) and psychology (Simmons and Simonsohn, 2011; Bastardi,

Uhlmann and Ross, 2011). Leamer recognized the problem in economics quite early (1978),

and recently there has been new interest in the social sciences (Franco, Malhotra and Si-

monovits, 2014), including political science (Gerber and Malhotra, 2008a), sociology (Gerber

and Malhotra, 2008b), and economics (Brodeur et al., 2016; Ioannidis, Stanley and Doucou-
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liagos, 2017; Bruns, 2017). However, the possibility that there may be differences in signifi-

cance inflation by method and discipline has not yet fully been explored.

Significance inflation could vary by method and discipline for many reasons. If the jour-

nals of different disciplines were to have different selection functions and authors engage in

specification searching to try to meet the journal’s requirements for publication, this would

be sufficient to generate differences in significance inflation. The journals of some fields,

for example, may simply be more competitive, raising the bar such that only papers with

significant results are published, assuming that significant results are always preferred to

insignificant results. Alternatively, it could be the case that some disciplines place more

weight on methods and are more likely to accept any well-done RCT; then we would expect

RCTs to exhibit less significance inflation in that discipline, as it would be easier for such

papers to reach the threshold for publication without significant results. We may also think

that the level of significance inflation needed to be competitive at a journal may depend on

whether others submitting to the same journals are engaging in it, so different journals or

disciplines could be at different equilibria. There are also reasons to believe RCTs suffer

less significance inflation independent of journals. Authors that conduct RCTs may be more

likely to register a pre-analysis plan, which would serve to diminish the opportunity for run-

ning many regressions and selectively reporting results or increasing one’s sample size until

results are significant. Further, randomization should, in principle, lead to covariate balance

across the treatment and control groups; given that one way in which p-hacking may occur

is by authors including different combinations of control variables until finding a significant

result, randomization could decrease the risk of significance inflation if researchers find it

harder to justify including control variables in an RCT.

All these considerations provide reason to suspect significance inflation could differ sys-

tematically by method or field, though I will not be able to determine precisely which of

these or other factors are responsible for the patterns of specification searching I observe.

I also detect more signs of bias in the published literature compared to the unpublished
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literature. Specification searching is intimately related to publication bias, as researchers

may engage in specification searching in anticipation of journals selectively accepting papers

with significant results, but I remain agnostic as to the cause of the observed results.

II. Data

This paper leverages a database of impact evaluation results collected by AidGrade, a U.S.

non-profit organization that focuses on gathering the results of impact evaluations and ana-

lyzing the data, including through meta-analysis. Its data on impact evaluation results were

collected in the course of its meta-analyses from 2012 to 2014.

In the following subsections, I describe the process through which the data were gathered.

This is important in determining whether there was likely to have been any selection bias.

The process can be thought of as having several stages: first, interventions were selected;

then, papers were identified within those interventions; finally, data were extracted from

those papers.

It should be noted that the three stages described here (selection of interventions, paper

identification and data extraction) are only part of the overall process AidGrade followed to

conduct meta-analysis. The latter stages relating to data analysis are not relevant to this

paper, but are described elsewhere (Vivalt, 2017). AidGrade followed a unique process for

conducting meta-analysis in that it was very inclusive in identifying papers and extracting

data, as its goal was to extract results from all papers on a given intervention and to only

later categorize and screen the results extracted for meta-analysis; the typical meta-analysis

process, in contrast, conducts a much more targeted search and screening of papers to ad-

dress a narrow set of outcomes. This means that the data used in this paper were relatively

minimally screened, as will be described. A companion paper focusing on estimating the

heterogeneity in treatment effects within intervention-outcome combinations uses a much

smaller and more intensively-screened subset of these data (Vivalt, 2017); in that paper, it
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was important to ensure the outcome variables used in different studies were precisely com-

parable, which led most of the data used in this paper to be discarded. This paper is relevant

to the project of describing heterogeneity in treatment effects, however, because some of the

observed heterogeneity could theoretically be due to specification searching. This paper’s

results are thus useful in interpreting the results of the companion paper.

Two slightly different approaches were followed for the 10 meta-analyses started in 2012

and 2013. The summary below describes the process for those meta-analyses begun in 2013;

corresponding processes for those begun in 2012 are noted where they differ. The selection

of interventions was the only stage of the process that differed between the two rounds of

meta-analysis.

Selection of interventions

Four AidGrade staff members each independently made a preliminary list of interventions

for examination and these lists were then combined; in 2012, there were no staff members

and the preliminary list was made solely by the author. Next, pilot searches were done for

each topic using SciVerse and Google Scholar to determine if there were likely to be enough

impact evaluations for a meta-analysis. As these were not intended to be comprehensive

searches, a low threshold was set of two papers for an intervention to not be rejected at this

stage; a more comprehensive search was conducted at a later stage. In 2012, 12 potential

interventions were identified by the pilot searches; in 2013, 42 potential interventions.

In 2013, the shortlisted interventions were posted on the AidGrade website and members

of the general public were asked to vote on the interventions they wanted covered, in con-

nection with a crowdfunding campaign. The voting window was eight days. Respondents

were allowed to select up to three interventions from among the 42 on the short list, with a

space provided for adding an ‘other’ option. 158 individuals cast 452 votes in the timeframe,

with 20 selecting the ‘other’ option.

In 2012, a public vote was also held, but in practice it did not affect the interventions
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selected; it transpired that lack of overlap on common outcome variables would prohibit

subsequent meta-analysis of two of the 12 interventions, and this exactly determined the

10 interventions ultimately selected from the list of 12, as will be described. How outcome

variables were defined must first be discussed. Three different variables were created to label

the outcomes at varying degrees of specificity. First, there was a set of ‘strict’ outcomes,

which measured the exact same thing across papers. For example, height in centimeters.

There was also a set of ‘loose’ outcomes, which captured outcomes that could be defined

slightly differently across different studies. For example, one study might consider partic-

ipants to have anemia if their hemoglobin was less than some threshold X; another study

might consider participants to have anemia if their hemoglobin was less than some different

threshold Y. These outcomes are clearly related, but results for anemia could differ between

two studies simply because of how the measure was defined in each study. Finally, there was

a set of ‘broad’ outcomes that merely captured whether the outcome could be thought of as

an ‘economic’, ‘educational’, or ‘health’ outcome.1 At the ‘strict’ outcome level, there was

very little overlap across studies; as outcomes were defined more broadly, there was more

overlap across studies. For meta-analysis, it was important to compare similar outcomes,

so a criterion was set that, after the search and screening stages, relevant papers would be

scanned for prospective future ‘strict’ outcomes held in common and if at least three papers

covering a common outcome variable were not found that intervention would not be included

and another intervention would be selected; in 2012, this determined the 10 interventions

selected from the shortlist of 12.

In 2013, the shortlist (pre-screening) contained 42 interventions but, as in 2012, there

was only capacity to cover 10 interventions, so it was decided to partially randomize. The

randomization was done to ensure as much balance as possible between those topics included

and excluded; however, the most popular topic from the public vote, women’s empowerment

1Not all outcomes fell into one of these categories. For example, marriage and other social outcomes
were not considered to fit in any of these broad outcome categories, even though they might indirectly affect
economic, educational or health outcomes.
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programmes, was automatically selected and left out of the randomization process, which

matched interventions using nearest neighbor matching prior to randomization.2

After matching, half the interventions (one from each pair) were randomly discarded

to shorten the shortlist. Since women’s empowerment programmes were guaranteed to be

included as an intervention, nine additional interventions had to be selected from the remain-

ing list. Having found that the interventions selected in 2012 had few outcome variables in

common, these nine interventions were selected to be those on the list that were covered by

the most studies in the pilot searches. Nonetheless, some of these interventions were covered

by as few as three impact evaluations.

The topics that were ultimately selected for study in each round are listed in Table 1.

Identification of papers

A comprehensive literature search was then done using a mix of the search aggregators

SciVerse, Google Scholar, and EBSCO/PubMed. The online databases of the Abdul Latif

Jameel Poverty Action Lab, Innovations for Poverty Action, the Center for Effective Global

Action and the International Initiative for Impact Evaluation were also searched for com-

pleteness. Finally, the references of any existing systematic reviews or meta-analyses were

collected.

Any impact evaluation which appeared to be on the intervention in question was in-

2To obtain balance among the interventions included and excluded, each shortlisted topic was matched
with another of the shortlisted topics based on how many likely impact evaluations the pilot searches identified
for each; how many votes they received in the public vote; the overall theme of the interventions (e.g.
education, health) according to the database of an external organization, AidData, after matching the
interventions to AidData activity codes; and the recent aid commitments for the intervention as reported in
AidData’s database. The theme had to match exactly within each pair. For each of the three other factors,
each topic was assigned a score on an index between zero and one representing where it stood among the
other interventions; the index took the value: (topic value - minimum value among topics) / (maximum
value among topics - minimum value among topics). 32 topics were successfully matched in this way using
nearest neighbor matching without replacement. The remaining unmatched topics were singletons under
their respective themes. For example, if there were an odd number of health-related interventions, the last
health-related intervention would be by itself after others were matched. These last topics were independently
randomized.
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TABLE 1
List of development programmes covered

2012 2013

Conditional cash transfers Contract teachers
Deworming Financial literacy training
Improved stoves HIV education
Insecticide-treated bed nets Irrigation
Microfinance Micro health insurance
Safe water storage Micronutrient supplementation
Scholarships Mobile phone-based reminders
School meals Performance pay
Unconditional cash transfers Rural electrification
Water treatment Women’s empowerment programmes

Notes: This table lists the development programmes considered in this paper.
Three titles here may be misleading. ‘Mobile phone-based reminders’ refers specif-
ically to SMS or voice reminders for health-related outcomes. ‘Women’s empower-
ment programmes’ required an educational component to be included in the inter-
vention and it could not be an unrelated intervention that merely disaggregated out-
comes by gender. Finally, ‘micronutrient supplementation’ was initially too loosely
defined; this was narrowed down to focus on those providing zinc to children, but
the other micronutrient papers are still included in the data used in this paper.

cluded, barring those in developed countries.3 Both published papers and working papers

were included. As mentioned, the search and screening criteria were deliberately broad. The

full text of the search terms and inclusion criteria for all 20 topics are available as an online

appendix. Screening was done in several stages: first, the titles were screened; then, for any

papers passing the title check, the abstracts were screened; finally, for those papers passing

the title and abstract check, AidGrade staff looked for the full text of the paper, and the

full text of those papers that were found was screened.

This process resulted in a list of studies predominantly authored by researchers in

economics-related disciplines. The other main discipline represented in the data was health.

To examine field-specific biases, coders were instructed to determine whether a majority of

each paper’s authors were formally affiliated with an economics or economics-related insti-

3The World Bank’s country classification system was used for this, with ‘high-income’ countries excluded
(2015).
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tution, such as a department of agricultural economics. Those that did not are considered

here as ‘non-economics’: they consist almost exclusively of researchers affiliated with schools

of public health or medicine.

Data extraction

All data were entered independently by two different coders and any discrepancies were rec-

onciled by a third. Coders followed a convention to extract those results with the fewest

control variables. It was thought that this might minimize bias due to specification search-

ing, since one easy way for researchers to engage in specification searching is by including

additional controls. Further, where results were presented separately for multiple subgroups,

coders were similarly advised to err on the side of caution and to collect both the aggregate

results and results by subgroup, except where the author appeared to be including a sub-

group only because results were significant within that subgroup.4 We might expect that

these two conventions excluded some cases of specification searching; if so, the results pre-

sented here should be considered as lower bounds for the extent of specification searching. It

is not immediately clear whether this might affect observed differences between disciplines

and methodologies. However, it should be noted that quasi-experimental and economics

papers tended to have specifications with more control variables excluded due to this coding

rule, so using those results with the fewest controls might serve to mask differences between

methods and disciplines if we think including more control variables helps to enable signifi-

cance inflation.

This data extraction process resulted in multiple results being extracted from each paper.

For example, a study could present results for multiple treatment arms, different subgroups,

different specifications, or different time periods. When conducting a meta-analysis, deci-

sions have to be made about which results to include, and in the companion paper I followed

4For example, if an author reported results for children aged 8-15 and then also presented results for
children aged 12-13, only the aggregate results would be recorded, but if the author presented results for
children aged 8-9, 10-11, 12-13, and 14-15, all subgroups would be coded as well as the aggregate result when
presented. Authors only very rarely reported isolated subgroups, so this was not a major issue in practice.
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a protocol to identify or construct a single result per intervention-outcome-paper combina-

tion (Vivalt, 2017). However, many more results were extracted than ultimately used for

meta-analysis, including results for all subgroups and all time periods. When results for

several different treatment arms were reported, results for each arm were collected, even if

these results were based on the same control group, though the fact that they shared the

same control group would be captured in another variable. For papers that reported results

that were obtained through different methods, such as a paper reporting both results from

an RCT and a quasi-experimental differences-in-differences approach, results were collected

from the approach considered ‘more rigorous’ according to an internal hierarchy.5 If any

doubt remained on which of two results to extract, coders were instructed to extract both

and flag them.

Similarly, when treatments were presented crossed with other treatments or interacted

with other variables, these interaction coefficients and standard errors were still extracted,

even though they would be difficult to interpret in a meta-analysis. However, the focus of the

data collection was meta-analysis of the effects of certain interventions, so if a paper dealt

only with interaction terms or spillovers its results were not included. This could plausibly

make it less likely to find any evidence of significance inflation, as it means that data were

sometimes gathered for results that may not have been the primary focus of that paper’s

authors, and it seems reasonable to believe that authors might face more pressure to obtain

significant results for their primary findings.

Results could be reported in several ways. Rather than reporting a coefficient and stan-

dard error from a regression, a paper might directly report a z-statistic or a number of other

variables, such as the treatment and control group mean, the treatment and control group

standard deviation, and the number of observations in each of the treatment and control

group. Coders were instructed to collect the data as it was reported to minimize coding

errors, using a data extraction form, and these data were later converted to z-statistics.

5In order from those considered most to least rigorous: RCT, regression discontinuity design, differences-
in-differences, matching.
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For the sake of this paper, it is important to note that while most results were reported

in a way that immediately made their significance clear, for some results, significance was

not immediately conveyed and had to be calculated. If the significance could be calculated

without making any assumptions, it was, such as dividing a regression coefficient by its stan-

dard error. However, for an important subset of results, significance could only be calculated

by making an additional assumption. These results were those that were initially reported

in tables providing the mean, standard deviation, and number of observations in each of the

treatment and control groups. For this way of reporting results, which was quite common

in the non-economics literature, the treatment effect could be calculated as the difference

between the treatment and control group means, but a pooled standard error had to be

calculated from the standard deviation and the number of observations in the treatment

and control groups. In calculating this, I assume the effects in the treatment and control

groups were independent, allowing this statistic to be calculated in a straightforward way.6

Independence is a reasonable assumption for RCTs and the vast majority of papers reporting

results in this format were from non-economics RCTs. While it would be more suspect for

non-RCTs, only 195 results from 13 non-RCTs were reported in this way.7 Still, to guard

against the possibility that this subset of results is affecting my findings, these results were

not included in the main tables in this paper, dropping 3,232 results from 184 papers.8 In-

stead, I report a full set of alternative tables in the online appendix that include those results

whose significance was imputed as described above.9

In summary, information was gathered in a highly inclusive way. From the 635 pa-

pers from which data were extracted (474 RCTs, 161 non-RCTs, 261 economics, 374 non-

6
b

s21
n1
`

s22
n2

, where s1 is the estimate of the standard deviation of the treatment group, n1 is the number

of observations in the treatment group, and likewise s2 and n2 represent these values for the control group.
7The other results came from 171 RCTs. Only 12 economics papers reported at least some results in

this way, along with 172 non-economics papers.
8This does not mean all results from those papers were necessarily dropped; some papers reported results

in different ways for different outcome variables.
9The most exact significance information was used wherever possible so that, for example, if a paper

reported the treatment and control group mean, standard deviation, and number of observations, but also
reported the exact p-value in the text, the p-value would be used and the result included in the main tables.
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economics), 17 were dropped for not being an impact evaluation of the effect of the interven-

tion itself, only presenting results in which the intervention was interacted with some other

factor or only presenting results in which the intervention was compared to another treat-

ment (13 RCTs, four non-RCTs, five economics, 12 non-economics). Then 34 were dropped

for not presenting enough information about significance for p-values to be calculated to at

least three digits (22 RCTs, 12 non-RCTs, 12 economics, 22 non-economics). Instead, some

papers merely noted whether a result was significant or not at a given level of significance

(e.g. p ă 0.05), without providing information that could be used to determine the exact

p-value, provided sufficient information from which to determine significance levels only for

significant results, provided two-digit p-values, or occasionally presented results without any

information at all about significance. Further, as discussed, the significance of 3,232 results

could only be calculated with error. In total, after these papers were discarded, 8,738 results

with full information about significance levels remained from 473 papers, or 11,970 from 584

papers using the ‘extended’ sample that includes the values imputed with error. Table 2

provides details on the number of results per study in the final sample across each of the

main subgroups of interest.

III. Method

This paper examines specification searching by comparing the number of barely significant

results with the number of barely insignificant results around the conventional cut-off signif-

icance level of 5%. I will argue that if one looks at the distribution of z-statistics in a body

of literature, one should expect to see roughly comparable numbers of results just on either

side of any given threshold when restricting attention to a narrow enough band centered on

that threshold. The paper will consider the ranges 2.5%, 5%, 10%, 15% and 20% above and

below z=1.96, in turn, and examine whether results follow a binomial distribution around

1.96 as we would expect in the absence of bias. For example, the 2.5% range would run from
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TABLE 2
Descriptive statistics

Number of results per paper

Category N results N papers 25th percentile 50th percentile 75th percentile

Main sample
All papers 8,738 473 3 8 20
RCTs 6,978 335 4 9 24
Non-RCTs 1,760 138 2 6 15
Economics 5,499 240 3 8 25
Non-economics 3,239 233 4 9 18
Published 6,434 366 3 8 18
Unpublished 2,304 107 3 8 27

Extended sample
All papers 11,970 584 4 9 24
RCTs 10,015 439 4 11 29
Non-RCTs 1,955 145 3 6 15
Economics 5,690 244 3 8 25
Non-economics 6,280 340 5 10 24
Published 9,645 475 4 10 24
Unpublished 2,325 109 3 8 25

Notes: This table restricts attention to those results for which full information about significance is available
(‘main’ sample) or can be imputed with an assumption of independence (‘extended’ sample).
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1.911 to 2.009. This is subsequently referred to as a caliper test. This basic approach was

introduced by Gerber and Malhotra (2008a, 2008b).

When using caliper tests, one should carefully consider the issues arising from having

multiple coefficients coming from the same papers. In particular, a handful of papers could

theoretically drive results. Gerber and Malhotra (2008a; 2008b) address the issue by break-

ing down their results by the number of coefficients contributed by each paper, so as to

separately show the results for those papers that contribute one coefficient, two coefficients,

and so on. I instead aggregate the results by paper in robustness checks, so that, for example,

a paper with four coefficients below the threshold and three above it would be counted as

‘below’.10 I use this approach as it can mitigate the risk that a few papers are responsible

for much of the effect, but it does discard information and results in fewer observations. A

potential alternative would be to weight observations by the inverse of the number of results

taken from that paper, however, due to some cells containing a relatively small number of

observations, I prefer to use exact tests, which are incompatible with weighting. Further,

there is an argument to be made for considering results for multiple outcome variables from

the same paper equally, since each of these outcome variables may contribute to the litera-

ture independently of how many other outcome variables are considered by the same paper,

and the primary reason a paper reports multiple results in my data is that these results

represent effects on different outcome variables. In a sense, it is interesting both whether

the typical result suffers from significance inflation and whether the typical paper suffers

from significance inflation. I thus report both types of results, with results based on the

disaggregated data presented as the main results.

IV. Results

The first results are presented in Table 3. Quasi-experimental studies, which will be referred

to as ‘non-RCTs’, appear to suffer from significance inflation. RCTs also show signs of sig-

10Ties are excluded.
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nificance inflation in the narrowest caliper, but in general perform much better in terms of

the magnitudes of the share of results just over the threshold and their significance. The

difference between RCTs and non-RCTs in the share of results just over the threshold for

significance is formally tested in the last column using Fisher’s exact test. It should be re-

called that since the distribution of the z-statistics is skewed, we should expect to see fewer

results just over as opposed to just under the threshold for significance as the caliper size

increases, which is indeed the case.

There are no significant differences between results from papers written by authors affil-

iated with economics departments and those written by others. However, almost all quasi-

experimental studies were conducted by economists. This suggests caution in interpreting

results. Table A.1 in the online appendix presents results disaggregated by both discipline

and method used. Among economics papers, RCTs have significantly fewer results above

the threshold for significance than non-RCTs in all calipers; among non-RCTs, the sample

size is small, but there is some suggestion that economics papers have more results above

the threshold for significance than non-economics papers. However, among RCTs, non-

economics papers have more results above the threshold for significance in the 15% and 20%

caliper.

Turning to the time dimension, Tables 4 and 5 show the percent of results that were

just above, as opposed to just below, the threshold for significance within various time pe-

riods. Again, in the absence of bias, one would expect 50% of results to fall on either side;

perhaps slightly less within the wider calipers, due to the natural slope of results when the

null hypothesis is true. There is not enough information to say anything about non-RCTs

and economics papers in the 1990s using these data, but RCTs and non-economics papers

can still be compared across the three time periods, with the caveat that the composition of

RCTs by discipline clearly changes across the time periods.

These tables show that in recent years, specification searching seems to have decreased

for RCTs in the narrowest caliper where it was previously significant; this decrease is signif-
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TABLE 3
Caliper tests: by result

(1) (2) (3) (4) (5) (6) (7)
Caliper Over Under Prop. Caliper Over Under Prop. Diff.

RCTs Non-RCTs
2.5% 103 65 0.61*** 2.5% 36 10 0.78*** -0.17**
5% 149 139 0.52 5% 61 28 0.69*** -0.17***
10% 280 310 0.47 10% 87 65 0.57* -0.10**
15% 414 462 0.47 15% 124 100 0.55 -0.08**
20% 536 615 0.47** 20% 159 140 0.53 -0.07**

Economics Non-economics
2.5% 97 52 0.65*** 2.5% 42 23 0.65** 0.00
5% 151 118 0.56* 5% 59 49 0.55 0.02
10% 255 264 0.49 10% 112 111 0.50 -0.01
15% 360 396 0.48 15% 178 166 0.52 -0.04
20% 454 518 0.47** 20% 241 237 0.50 -0.04

Notes: This table shows the number of results that fall into each caliper over time, as well as the proportion
of results that fall above the threshold for significance within the caliper and the difference of this proportion
across RCTs and non-RCTs. Stars indicate whether the proportions are statistically significantly different
from 0.5 (Columns 3 and 6) and from each other (Column 7). *** = Significant at p ă 0.01, ** = significant
at p ă 0.05, * = significant at p ă 0.1.

icant when explicitly tested (Table A.2). In contrast, non-RCTs may have even exhibited

greater biases in recent years, especially in larger calipers, though the changes among non-

RCTs over time are not significant. While there are few results in the smallest calipers, the

magnitudes observed in the larger calipers would be consistent with a story in which non-

RCTs were treated with increased skepticism over time, especially if they reported marginally

significant results. For example, if it became widely perceived that a z-statistic of 1.97 was

not credible, a natural response by researchers engaging in specification searching would be

to report fewer of these values and more z-statistics like z “ 2.20. These results are based

on relatively few observations, so they are not definitive. The difference between RCTs and

non-RCTs in 2010-2014 is statistically significant at p ă 0.10 or lower for the 5%, 10%,

15% and 20% calipers, however, when RCTs and non-RCTs were mostly not significantly

different despite the larger sample sizes in 2000-2009 (Table 4).

No differences between economics and non-economics papers are significant (Table 5),
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TABLE 4
Caliper tests: by result over time, RCTs vs. non-RCTs

RCTs Non-RCTs

(1) (2) (3) (4) (5) (6) (7)
Caliper Over Under Prop. Caliper Over Under Prop. Diff.

1990-1999
2.5% 9 4 0.69 2.5% 0 0 N/A N/A
5% 12 7 0.63 5% 0 0 N/A N/A
10% 25 25 0.50 10% 0 0 N/A N/A
15% 41 35 0.54 15% 0 0 N/A N/A
20% 52 50 0.51 20% 0 0 N/A N/A

2000-2009
2.5% 63 27 0.70*** 2.5% 31 8 0.79*** -0.09
5% 82 73 0.53 5% 45 22 0.67*** -0.14*
10% 152 166 0.48 10% 64 53 0.55 -0.07
15% 223 260 0.46 15% 90 79 0.53 -0.07
20% 303 338 0.47 20% 119 112 0.52 -0.04

2010+
2.5% 31 34 0.48 2.5% 5 2 0.71 -0.24
5% 55 59 0.48 5% 16 6 0.73* -0.24**
10% 103 119 0.46 10% 23 12 0.66* -0.19**
15% 150 167 0.47 15% 34 21 0.62 -0.14*
20% 181 227 0.44** 20% 40 28 0.59 -0.14**

Notes: This table shows the number of results that fall into each caliper over time, as well as the
proportion of results that fall above the threshold for significance within the caliper and the dif-
ference of this proportion across RCTs and non-RCTs. Stars indicate whether the proportions are
statistically significantly different from 0.5 (Columns 3 and 6) and from each other (Column 7). ***
= Significant at p ă 0.01, ** = significant at p ă 0.05, * = significant at p ă 0.1.

though 77% of results in economics papers in the 2.5% caliper in 2000-2009 fell over the

threshold, significantly different from 50% at p ă 0.001. These results may be driven by the

results for non-RCTs, as previously suggested. From 2010 on, the non-economics papers had

a larger magnitude of results above the threshold for significance, although insignificantly.

Overall, these findings mark a great departure from Gerber and Malhotra’s findings re-

garding the political science (2008a) or sociology (2008b) literature. A direct comparison

cannot be made, as the data collection methods were different, but there is a striking differ-

ence between these results and their rows of proportions statistically different from 0.5 with
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p ă 0.001.

Analyses collapsing results by paper and disaggregating by publication status are in-

cluded in the online appendix (Tables A.3-A.4). The estimates of the proportion of studies

above the threshold appear slightly smaller when collapsing by paper, with the share above

the threshold decreasing in most cases. Results are also less significant. Nonetheless, the

results still show the expected decline in the share of results over the threshold as the caliper

widens, and they still show RCTs have fewer results just over as opposed to just under the

threshold for significance than non-RCTs, though this is not significant. One change when

collapsing results by paper is that non-economics papers appear to have a relatively larger

share of results above the threshold than economics papers, though this is again generally

insignificant. This suggests caution when interpreting the earlier results which showed, if

anything, economics papers exhibiting more signs of bias; that finding could be the result of

a few authors.

Published results appear more biased than unpublished results (Table A.4). Non-RCTs

and RCTs still are significantly different among unpublished papers in the 2.5% (p ă 0.05),

5% (p ă 0.001), and 10% calipers (p ă 0.1), and among published papers in the 5% (p ă 0.1),

15% (p ă 0.1), and 20% calipers (p ă 0.05), with RCTs having fewer results above the

threshold than non-RCTs. There are not many unpublished non-economics papers; among

published papers, economics papers have more results above the threshold, but this is in-

significant. A limitation is that this study cannot speak to papers that were not only not

published but also ‘file drawered’, i.e. not even available as a working paper.

V. Discussion

Four important issues should be further discussed: why caliper tests are justified; differences

by how results were reported; the possibility of selection bias due to how studies and their

results were selected for inclusion; and the relatively low power of some of the tests.
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TABLE 5
Caliper tests: by result over time, economics vs. non-economics

Economics Non-economics

(1) (2) (3) (4) (5) (6) (7)
Caliper Over Under Prop. Caliper Over Under Prop. Diff.

1990-1999
2.5% 0 0 N/A 2.5% 9 4 0.69 N/A
5% 0 0 N/A 5% 12 7 0.63 N/A
10% 0 0 N/A 10% 25 25 0.50 N/A
15% 0 0 N/A 15% 41 35 0.54 N/A
20% 0 0 N/A 20% 52 50 0.51 N/A

2000-2009
2.5% 66 20 0.77*** 2.5% 28 15 0.65* 0.12
5% 90 60 0.60** 5% 37 35 0.51 0.09
10% 147 149 0.50 10% 69 70 0.50 0.00
15% 201 227 0.47 15% 112 112 0.50 -0.03
20% 264 293 0.47 20% 158 157 0.50 -0.03

2010+
2.5% 31 32 0.49 2.5% 5 4 0.56 -0.06
5% 61 58 0.51 5% 10 7 0.59 -0.08
10% 108 115 0.48 10% 18 16 0.53 -0.05
15% 159 169 0.48 15% 25 19 0.57 -0.08
20% 190 225 0.46* 20% 31 30 0.51 -0.05

Notes: This table shows the number of results of studies by authors in economics and non-
economics departments that fall into each caliper over time, as well as the proportion of results
that fall above the threshold for significance within the caliper and the difference of this pro-
portion across economics and non-economics papers. Stars indicate whether the proportions
are statistically significantly different from 0.5 (Columns 3 and 6) and from each other (Col-
umn 7). *** = Significant at p ă 0.01, ** = significant at p ă 0.05, * = significant at p ă 0.1.

The use of caliper tests requires some justification, as the validity of these tests was not

thoroughly discussed in the seminal papers introducing them (Gerber and Malhotra, 2008a;

Gerber and Malhotra, 2008b). We will first consider the case in which, for every hypothesis

tested in the data, the null hypothesis is true. We will then extend this argument to deal

with the more plausible scenario in which some null hypotheses are false.

If the null hypothesis is always true, it is quickly clear that the z-statistics should be

equally distributed around a given threshold for a small enough band centered on that

threshold. The z-statistics would be normally distributed in large samples, and the proba-
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bility density function of that distribution would be smooth.

In the case that the null hypothesis is sometimes false, it is not clear what shape the

distribution of z-statistics will take.

I will put forward three arguments that even in the case in which the null hypothesis is

sometimes false, we should not expect to see the distribution of results observed in the ab-

sence of specification searching. In particular, the distribution I observe shows more results

above than below the threshold of z=1.96, and not elsewhere, which I take as evidence of

bias towards significant results. Second, in the absence of bias, it is unclear why RCTs do

not typically show a jump in marginally significant results compared to marginally insignif-

icant results but quasi-experimental studies do. Third, it does not appear to be the case

that studies are being powered just enough so as to yield significant results, which could

also theoretically lead to a jump in the number of marginally significant results compared

to marginally insignificant results. The subsequent paragraphs expand on each point.

First, if the z-statistics exhibit a jump at z=1.96 but are otherwise smoothly decreasing

at nearby values, it is hard to see what could explain that other than some kind of bias

towards significant results. In particular, while we might imagine that the distribution of

z-statistics when the null is false could take any number of shapes, we may be willing to

make the assumption that this distribution will be smooth. If the distribution is smooth,

the difference in the probability that an observed z-statistic x falls in an interval of width ε

just below z and the probability that x falls in the adjacent interval of the same width just

above z will approach zero as ε approaches zero. Even if we are unwilling to assume the

distribution is smooth, we may be willing to assume that the distribution will not exhibit

a distinct jump at precisely z=1.96 and nowhere else in the absence of bias. If we observe

there is a different pattern of results just where we would expect there to be under bias, it

would be reasonable to take that as evidence of bias.

Figure 1 plots the distribution of z-statistics that I observe in the data. Figure 1a shows

the distribution of z-statistics when including results from all papers; Figure 1b shows the
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Figure 1. Quasi-experimental studies show more signs of bias

Notes: This figure plots the distribution of z-statistics in the data for all studies considered in this paper

(left) and non-RCTs (right). A dashed line is drawn at z=1.96 in each plot, and each bar represents a 0.1

range of z-statistics, starting at 0.06 so as to be able to clearly distinguish the threshold of z=1.96. It

should be noted that though I find that quasi-experimental studies exhibit signs of specification searching,

they still seem to suffer much less bias than the results reported in Gerber and Malhotra (2008a).

distribution when including results only from those papers that were not RCTs. Figure 1a

shows a fairly smooth distribution, as we might expect to observe in the absence of bias.

There is perhaps a small bump in the distribution around z=1.96, though it is not as promi-

nent as in other work. In Figure 1b, however, there is a visible jump in the z-statistics right

at z=1.96 that is greater than at any other point in the distribution.

Second, if there is an alternative story as to why the z-statistics take the distribution they

do, that story should explain the features of the observed data. A priori, we might expect

that RCTs would exhibit fewer traces of bias due to their being more likely to be published

independent of their results and due to their increased rigor perhaps making specification

searching more difficult. If some other factor is driving a spike in z-statistics just above

z=1.96, this factor would have to differently affect RCTs and non-RCTs. This would seem

to weigh against the story in which the pattern is a function of some null hypotheses being

false, unless one believed that quasi-experimental studies were more likely to have false null

hypotheses.
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Finally, one might be concerned that selection bias is driving the observed distribution

of z-statistics rather than specification searching. Namely, it is possible that researchers are

selecting to conduct studies when they believe the effects will be marginally significant. This

is the strongest competing hypothesis, as it could in theory explain a jump in the density of

z-statistics just above z=1.96 as well as why results for RCTs and non-RCTs might exhibit

different patterns.

On the one hand, even if the results are driven by selection bias rather than specification

searching, the trajectory and distribution of this bias across disciplines and time periods

would still be interesting and worthy of study. However, there are many reasons to believe

the specific jump in z-statistics at z=1.96 is not being driven by selection bias.

First, the studies in the data set appear underpowered on net. If researchers were se-

lecting projects based on their ability to obtain significant results, the studies ought to be

better-powered. While I do not know the power calculations that researchers might have

made a priori, for a subset of the data I can graph the distribution of effect sizes that re-

searchers would have needed for their studies to have had a power of 0.8 for a two-sided test

with α “ 0.05, given the sample sizes observed. I can then overlay the distribution of effect

sizes actually found (Figure 2). The two distributions look quite different and suggest the

majority of results are underpowered.

This is not conclusive in itself, as the majority of results could be underpowered while

researchers still select on expected significance in a subset of cases. For example, a study

could be powered to detect effects on one set of outcome variables but also report results for

other outcome variables for which the study does not have adequate power. However, there

are several assumptions underlying the selection bias story that are unlikely to hold. First,

researchers would have to have control over the sample size, effect size, or the standard de-

viation of the outcome variable. Sample size is often constrained by funding considerations

and not something researchers have fine control over; researchers are even less likely to have

precise control over the effect size or standard deviation of the outcome variable. Second, in
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order to cause a distinct spike at z=1.96 and nowhere else, researchers would have to have

a very clear idea of the effect of the study, within a narrow range of values, before it was

implemented.

Figure 2. Observed vs. required effect sizes

Notes: This figure plots the distribution of effect sizes found among the subset of the data which could be

standardized, resulting in a smaller data set of 1,405 observations. A kernel density function is overlaid

using an epanechnikov kernel with bandwidth 0.0213, showing the distribution of effect sizes that

researchers would have needed in order to obtain a power of 0.8 given the sample sizes selected, assuming

they had control over sample sizes. Effect sizes larger than two are not shown for either distribution for

legibility.

In other data, researchers have been shown to have inaccurate priors as to the effects

of various programmes, generally over-estimating the effect sizes found. Groh et al. (2012)

survey 136 attendees at research seminars - two at academic institutions and two in inter-

national organizations - as well as readers of the World Bank’s Development Impact Blog

and find that after describing the intervention and setting but before presenting results,

the median guess of each of six treatment effects differs from the true treatment effect by

a minimum of approximately 70%. DellaVigna and Pope (2016) also ask 314 experts from

behavioral conferences to predict the effects of various behavioral treatments on the effort

exerted by MTurk participants. They provide the experts with the results from three bench-
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mark treatments to help them calibrate how responsive participants were to past incentives

and then ask them to predict the effort participants exert in 15 other treatments. Perhaps

due to some combination of their providing sample past experimental results and the fact

they are estimating behavioral responses, which may have less variance than the treatment

effects of typical development interventions, the average absolute error in individual fore-

casts of treatment effects is only 8%. However, if one were to test for a difference between

each experimental treatment and the first, basic treatment, even this small difference in fore-

casted treatment effect would translate to a forecasted z-statistic that differed from the true

z-statistic by an average of 4.1. The smallest magnitude in the error in forecasted z-statistics

among the 15 experimental treatments would be 2.2.

It thus does not seem very plausible for researchers to be able to guess the effects of

the program so accurately as to select a sample that would result in a z-statistic between

1.96 and 2.009 and so fall within the 2.5% band but above the significance threshold. For

the median result’s sample size of 1,041 observations, this range of z-statistics corresponds

to an effect size between 0.0607 and 0.0623. I cannot completely rule out selection, but if

manipulation is occurring, it would seem easier for it to occur via specification searching

than through guessing an effect size to this degree of accuracy and precision.

Turning to discuss selection bias, AidGrade’s data set was compiled to conduct meta-

analyses, and therefore the papers and results included in it were not selected with this study

in mind. However, the selection process could still theoretically bias this paper’s results. In

particular, the interventions considered were selected from a larger list of possible interven-

tions, partially on the basis of that intervention being covered by a relatively large number of

papers (although that ‘large number’ was just three). Therefore, the interventions selected

may be those that were particularly easy to implement or popular as social programmes;

those that were expected to find large effects; or those that had particularly contentious or

heterogeneous results leading to increased researcher incentives to continue to study them.

It is unclear how the ease of implementation or popularity of a social program could
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affect significance inflation. If an intervention were expected to have large effects on a set

of outcomes, that might obviate the need for specification searching to obtain significant

results as it would shift the distribution of p-values upwards for those outcomes. However,

we might expect most outcomes studied by papers on that intervention to be unaffected, as

it seems unlikely that even the best programmes would find a large effect along all outcomes

studied. A related concern is that we might expect somewhat more specification searching

among interventions with contentious results.

To further explore the issue, I present a set of results broken down by whether the

intervention-outcome combination was covered by a relatively ‘large’ (ą10) or ‘small’ (ď10)

number of papers and whether it was one of the ‘earlier’ (first 10) or ‘later’ papers on that

topic, to look for suggestive evidence on the sign and magnitude of this potential bias.11 I

assign these variables within intervention-outcome combination, since we might expect that

even among papers covering the same intervention there is scope for papers to differentiate

themselves, so that it would not matter much whether other papers had been written on that

intervention and what they had found. For example, if there were already a lot of papers on

the effects of conditional cash transfer programmes on children’s educational outcomes, there

could still be scope for additional papers on the health effects of conditional cash transfer

programmes.

Recall that three different types of outcomes were assigned, at varying levels of specificity:

‘strict’, ‘loose’, and ‘broad’ outcomes. I use the ‘broad’ outcomes for two reasons. First, they

may better capture the novelty of a result. For example, we might think that if there were

already a lot of papers on the effect of a particular intervention on school enrollment rates

(a ‘strict’ outcome), a paper on the effect of that intervention on school attendance rates (a

different ‘strict’ outcome) would not really be novel but it would be counted as such by the

11It is possible that if estimates of specification searching were being magnified by the inclusion of some
interventions with contentious results, the contention would have resolved itself after the first few papers and
hence the threshold of 10 papers might be too large. However, I pick this number since the median number
of studies on a given intervention-outcome is itself quite large, at 34, so effects found for smaller numbers
would be less likely to be driving results and the sample would be smaller if a lower threshold were used.
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‘strict’ or ‘loose’ outcomes. If I used the ‘broad’ outcome labels, both these outcomes would

be classified as ‘educational’ outcomes, and the last study would rightly be considered not

so novel. As a second benefit, this approach allows me to leverage many more observations,

given that many more observations were assigned a ‘broad’ outcome than a ‘strict’ or ‘loose’

one, due to the fact that ‘strict’ and ‘loose’ outcome labels were only assigned when multiple

papers within an intervention covered the same outcome variable and there was not much

overlap across studies.

Results are presented in Table A.5. Results from papers on topics covered by more pa-

pers appear to exhibit more bias in the smallest caliper; there are also more results above

the threshold among early papers in the smallest caliper, though insignificantly more results

above the threshold among later results in the largest caliper. The greatest magnitude of

these differences is in the smallest caliper; differences in other calipers appear small.

There are many factors that could be driving these results. For example, if we believed

the difference between early and late results in the smallest caliper was real, that could be

consistent with the theory of a ‘decline effect’, whereby early, promising results were later

overturned; it would also be consistent with a story in which the earliest papers on a subject

are written by academic researchers under pressure to obtain good publications and later pa-

pers are written by researchers without such career concerns. These results suggest caution

in interpreting some of the other results in this paper: if results from intervention-outcome

combinations covered by a large and small number of papers were different, we might worry

that the extent of specification searching is overstated, as the selection process prioritized

interventions covered by a relatively large number of papers.

However, there is not much difference in the number of papers covering a topic across

the dimensions considered in this paper. For sake of reference, the median result among all

results collected from economics papers was on an intervention-outcome combination cov-

ered by 31 papers, just lower than the median for non-economics papers of 34; the median

non-RCT result is also on an intervention-outcome covered by 31 papers, compared to a
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median for RCTs of 34. Nonetheless, the possibility remains that results could be different

on a sample that considered more seldom-studied interventions. My results thus remain

tentative, but the fact that outside the smallest caliper there are not large differences is

somewhat reassuring, given some of the strongest results comparing RCTs with non-RCTs

showed significant differences in the larger calipers.

Next, we may wish to consider the manner in which results were reported. In particular,

recall that while the main tables excluded those results whose significance had to be imputed

with error from the mean, standard deviation and number of observations in each of the

treatment and control groups, this was a fairly substantial number of results, so tables in the

online appendix repeat the analysis including these results (Tables A.6-A.13). Interestingly,

when including these cases, the proportion of results over the threshold for significance falls

in almost all cases and results often become less significant, though economics papers become

significantly more biased than non-economics papers in the smallest caliper in 2000-2009.

The reduced significance could reflect error from assuming independence, since assuming in-

dependence would result in larger standard errors than would be true if the dependence were

known and taken into consideration. However, there are other potential causes. This trend

would also be consistent with a story in which specification searching became more likely

where the significance of a result was immediately apparent. It is also possible that authors

chose how they reported results depending on their significance. For example, providing a

regression result and standard errors with stars might emphasize a result’s significance, while

providing the mean, standard deviation and number of observations separately for the treat-

ment and control group could be used to make a result’s insignificance less obvious. While I

cannot determine which of these competing hypotheses is driving the observation that these

results appear less significant, that observation is interesting and suggests room for further

research to determine whether mode of reporting might causally affect significance inflation.

Finally, a note should be made about the power of the tests presented in this paper. If the

power of the tests varies across method, discipline or time, this could call into question the
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cross-method, cross-discipline or cross-time comparisons. While post-hoc power calculations

cannot be used to interpret existing results (Hoenig and Heisey, 2001), for a hypothetical

future study to be powered at 0.8 to detect a difference between 65% of one sample of re-

sults falling above the threshold for significance and 50% of another sample of results falling

above the threshold for significance, each sample should contain about 181 results assuming

α “ 0.05 and a two-sided test; assuming α “ 0.1, 142 results.12 It should be noted that

Fisher’s exact test, which these calculations are based on, is a conservative test. If we were

merely comparing one sample with 65% of results above the threshold for significance to a

hypothetical 50% proportion in that caliper, a total of 85 observations would be needed for

the same power for a two-sided test with α “ 0.05, or 67 for a two-sided test with α “ 0.1.

Overall, while some cells considered in this paper contain few observations, in many cases

there are sufficient observations that the cross-method, cross-discipline and cross-time dif-

ferences are significant. The low power of some comparisons remains a limitation of this

paper.

VI. Conclusion

This paper finds that studies using randomized experiments exhibit less specification search-

ing than those that do not. However, these biases appear less pronounced than has previously

been found in some of the other social sciences, and there appears to be little difference be-

tween papers written by researchers in economics-related disciplines and papers written by

researchers in other fields like public health. The data include results from both published

and unpublished papers, and results from unpublished papers show less evidence of bias than

results from published papers.

A second contribution is that specification searching is shown to not be static, but a bias

that evolves. In particular, RCTs have exhibited significantly less bias over time, while quasi-

experimental studies have, if anything, exhibited more pronounced biases over time. There

12This is calculated by simulation with 10,000 runs for each value.
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are a few possible intuitive explanations for these results. First, it could be the case that

standards are becoming relatively higher for RCTs than for papers using quasi-experimental

methods, which are perhaps increasingly published in lower-ranked journals and facing less

scrutiny or attention. Alternatively, quasi-experimental studies may be facing more pressure

to find strongly significant results in order to be taken seriously. Both possibilities point to

the importance of researcher incentives, which should be taken into consideration to address

the problem.
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Supplementary information

Additional supporting information may be found in the online version of this article:

Appendix A: Additional results.

Appendix B: Excerpt from AidGrade’s Process Description (2013).

Appendix C: The search terms and inclusion criteria for each topic.

Appendix D: Bibliography of included papers.

Appendix E: The coding manual.
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TABLE A.1
Caliper tests: by result, method and discipline

RCTs Non-RCTs

(1) (2) (3) (4) (5) (6) (7)
Caliper Over Under Prop. Caliper Over Under Prop. Diff.

Economics
2.5% 62 43 0.59* 2.5% 35 9 0.80*** -0.20**
5% 93 93 0.50 5% 58 25 0.70*** -0.20***
10% 173 211 0.45* 10% 82 53 0.61** -0.16***
15% 246 311 0.44*** 15% 114 85 0.57** -0.13***
20% 310 399 0.44*** 20% 144 119 0.55 -0.11***

Non-economics
2.5% 41 22 0.65** 2.5% 1 1 0.50 0.15
5% 56 46 0.55 5% 3 3 0.50 0.05
10% 107 99 0.52 10% 5 12 0.29 0.23*
15% 168 151 0.53 15% 10 15 0.40 0.13
20% 226 216 0.51 20% 15 21 0.42 0.09

Economics Non-economics

Caliper Over Under Prop. Caliper Over Under Prop. Diff.

RCTs
2.5% 62 43 0.59* 2.5% 41 22 0.65** -0.06
5% 93 93 0.50 5% 56 46 0.55 -0.05
10% 173 211 0.45* 10% 107 99 0.52 -0.07
15% 246 311 0.44*** 15% 168 151 0.53 -0.08**
20% 310 399 0.44*** 20% 226 216 0.51 -0.07**

Non-RCTs
2.5% 35 9 0.80*** 2.5% 1 1 0.50 0.30
5% 58 25 0.70*** 5% 3 3 0.50 0.20
10% 82 53 0.61** 10% 5 12 0.29 0.31**
15% 114 85 0.57** 15% 10 15 0.40 0.17
20% 144 119 0.55 20% 15 21 0.42 0.13

Notes: This table highlights that there are very few non-randomized studies in this data set that were done
outside of economics and divides the economics results by the method each paper used; non-randomized
studies exhibited much larger biases than randomized studies. Stars indicate whether the proportions are
statistically significantly different from 0.5 (Columns 3 and 6) and from each other across RCTs and non-
RCTs (Column 7). *** = Significant at p ă 0.01, ** = significant at p ă 0.05, * = significant at p ă 0.1.
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TABLE A.2
Caliper tests: by result over time

2000-2009 2010+

(1) (2) (3) (4) (5) (6) (7)
Caliper Over Under Prop. Caliper Over Under Prop. Diff.

RCTs
2.5% 63 27 0.70*** 2.5% 31 34 0.48 0.22***
5% 82 73 0.53 5% 55 59 0.48 0.05
10% 152 166 0.48 10% 103 119 0.46 0.01
15% 223 260 0.46 15% 150 167 0.47 -0.01
20% 303 338 0.47 20% 181 227 0.44** 0.03

Non-RCTs
2.5% 31 8 0.79*** 2.5% 5 2 0.71 0.08
5% 45 22 0.67*** 5% 16 6 0.73* -0.06
10% 64 53 0.55 10% 23 12 0.66* -0.11
15% 90 79 0.53 15% 34 21 0.62 -0.09
20% 119 112 0.52 20% 40 28 0.59 -0.07

Economics
2.5% 66 20 0.77*** 2.5% 31 32 0.49 0.28***
5% 90 60 0.60** 5% 61 58 0.51 0.09
10% 147 149 0.50 10% 108 115 0.48 0.01
15% 201 227 0.47 15% 159 169 0.48 -0.02
20% 264 293 0.47 20% 190 225 0.46* 0.02

Non-economics
2.5% 28 15 0.65* 2.5% 5 4 0.56 0.10
5% 37 35 0.51 5% 10 7 0.59 -0.07
10% 69 70 0.50 10% 18 16 0.53 -0.03
15% 112 112 0.50 15% 25 19 0.57 -0.07
20% 158 157 0.50 20% 31 30 0.51 -0.01

Notes: This table shows how results for various subgroups changed between the 2000s and 2010+. Stars
indicate whether the proportions are statistically significantly different from 0.5 (Columns 3 and 6) and
from each other (Column 7). *** = Significant at p ă 0.01, ** = significant at p ă 0.05, * = significant
at p ă 0.1.
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TABLE A.3
Caliper tests: by paper

(1) (2) (3) (4) (5) (6) (7)
Caliper Over Under Prop. Caliper Over Under Prop. Diff.

RCTs Non-RCTs
2.5% 49 34 0.59 2.5% 15 6 0.71* -0.12
5% 58 51 0.53 5% 21 13 0.62 -0.09
10% 72 84 0.46 10% 22 24 0.48 -0.02
15% 90 97 0.48 15% 29 30 0.49 -0.01
20% 87 114 0.43* 20% 36 36 0.50 -0.07

Economics Non-economics
2.5% 32 25 0.56 2.5% 32 15 0.68** -0.12
5% 45 37 0.55 5% 34 27 0.56 -0.01
10% 48 63 0.43 10% 46 45 0.51 -0.07
15% 58 77 0.43 15% 61 50 0.55 -0.12*
20% 61 84 0.42* 20% 62 66 0.48 -0.06

Notes: This table shows the number of results that fall into each caliper over time, as well as the pro-
portion of results that fall above the threshold for significance within the caliper and the difference of
this proportion across RCTs and non-RCTs. Stars indicate whether the proportions are statistically
significantly different from 0.5 (Columns 3 and 6) and from each other (Column 7). *** = Significant
at p ă 0.01, ** = significant at p ă 0.05, * = significant at p ă 0.1.
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TABLE A.4
Caliper tests: by result, unpublished vs. published

Unpublished Published

(1) (2) (3) (4) (5) (6) (7)
Caliper Over Under Prop. Caliper Over Under Prop. Diff.

All studies
2.5% 25 28 0.47 2.5% 114 47 0.71*** -0.24***
5% 53 48 0.52 5% 157 119 0.57** -0.04
10% 94 108 0.47 10% 273 267 0.51 -0.04
15% 133 161 0.45 15% 405 401 0.50 -0.05
20% 175 207 0.46 20% 520 548 0.49 -0.03

RCTs
2.5% 13 23 0.36 2.5% 90 42 0.68*** -0.32***
5% 26 36 0.42 5% 123 103 0.54 -0.12*
10% 57 79 0.42* 10% 223 231 0.49 -0.07
15% 85 116 0.42** 15% 329 346 0.49 -0.06
20% 117 146 0.44* 20% 419 469 0.47 -0.03

Non-RCTs
2.5% 12 5 0.71 2.5% 24 5 0.83*** -0.12
5% 27 12 0.69** 5% 34 16 0.68** 0.01
10% 37 29 0.56 10% 50 36 0.58 -0.02
15% 48 45 0.52 15% 76 55 0.58* -0.06
20% 58 61 0.49 20% 101 79 0.56 -0.07

Economics
2.5% 24 28 0.46 2.5% 73 24 0.75*** -0.29***
5% 52 47 0.53 5% 99 71 0.58** -0.06
10% 92 102 0.47 10% 163 162 0.50 -0.03
15% 129 153 0.46 15% 231 243 0.49 -0.03
20% 170 195 0.47 20% 284 323 0.47 0.00

Non-economics
2.5% 1 0 1.00 2.5% 41 23 0.64** 0.36
5% 1 1 0.50 5% 58 48 0.55 -0.05
10% 2 6 0.25 10% 110 105 0.51 -0.26
15% 4 8 0.33 15% 174 158 0.52 -0.19
20% 5 12 0.29 20% 236 225 0.51 -0.22*

Notes: This table presents the main findings disaggregated by publication status. Stars indicate whether
the proportions are statistically significantly different from 0.5 (Columns 3 and 6) and from each other
(Column 7). *** = Significant at p ă 0.01, ** = significant at p ă 0.05, * = significant at p ă 0.1.
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TABLE A.5
Caliper tests: by result, number of studies, and order of study

(1) (2) (3) (4) (5) (6) (7)
Caliper Over Under Prop. Caliper Over Under Prop. Diff.

ď 10 papers ą 10 papers
2.5% 12 15 0.44 2.5% 113 55 0.67*** -0.23**
5% 27 30 0.47 5% 164 128 0.56** -0.09
10% 51 61 0.46 10% 281 296 0.49 -0.03
15% 78 95 0.45 15% 417 436 0.49 -0.04
20% 105 129 0.45 20% 544 578 0.48 -0.04

First 10 papers Later papers
2.5% 67 28 0.71*** 2.5% 58 42 0.58 0.13*
5% 94 72 0.57 5% 97 86 0.53 0.04
10% 162 177 0.48 10% 170 180 0.49 -0.01
15% 233 265 0.47 15% 262 266 0.50 -0.03
20% 312 365 0.46** 20% 337 342 0.50 -0.04

Notes: This table presents the main findings according to whether the result came from a paper on a relatively
popular intervention-outcome combination (more than 10 papers) and whether it was a relatively early result
within an intervention-outcome combination (within the first 10 papers on that intervention-outcome). These
numbers are smaller than those in other tables because attention is restricted to results classified as fitting within
one of the “broad” outcome categories of educational outcomes, economic outcomes, and health outcomes. Stars
indicate whether the proportions are statistically significantly different from 0.5 (Columns 3 and 6) and from
each other (Column 7). *** = Significant at p ă 0.01, ** = significant at p ă 0.05, * = significant at p ă 0.1.
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TABLE A.6
Caliper tests: by result, extended sample

(1) (2) (3) (4) (5) (6) (7)
Caliper Over Under Prop. Caliper Over Under Prop. Diff.

RCTs Non-RCTs
2.5% 123 88 0.58** 2.5% 36 15 0.71*** -0.12
5% 189 180 0.51 5% 62 36 0.63** -0.12**
10% 356 396 0.47 10% 91 77 0.54 -0.07
15% 526 598 0.47** 15% 134 115 0.54 -0.07**
20% 681 816 0.45*** 20% 175 160 0.52 -0.07**

Economics Non-economics
2.5% 98 56 0.64*** 2.5% 61 47 0.56 0.07
5% 154 125 0.55* 5% 97 91 0.52 0.04
10% 261 275 0.49 10% 186 198 0.48 0.00
15% 371 410 0.48 15% 289 303 0.49 -0.01
20% 469 534 0.47** 20% 387 442 0.47* 0.00

Notes: This table shows the number of results that fall into each caliper over time, as well as the proportion
of results that fall above the threshold for significance within the caliper and the difference of this proportion
across RCTs and non-RCTs. Stars indicate whether the proportions are statistically significantly different
from 0.5 (Columns 3 and 6) and from each other (Column 7). *** = Significant at p ă 0.01, ** = significant
at p ă 0.05, * = significant at p ă 0.1.
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TABLE A.7
Caliper tests: by result over time, RCTs vs. non-RCTs, extended sample

RCTs Non-RCTs

(1) (2) (3) (4) (5) (6) (7)
Caliper Over Under Prop. Caliper Over Under Prop. Diff.

1990-1999
2.5% 12 7 0.63 2.5% 0 1 0.00 0.63
5% 20 13 0.61 5% 0 2 0.00 0.61
10% 39 44 0.47 10% 1 2 0.33 0.14
15% 62 67 0.48 15% 2 2 0.50 -0.02
20% 80 98 0.45 20% 2 2 0.50 -0.05

2000-2009
2.5% 77 44 0.64*** 2.5% 31 12 0.72*** -0.08
5% 108 100 0.52 5% 46 27 0.63** -0.11
10% 200 220 0.48 10% 67 62 0.52 -0.04
15% 295 345 0.46* 15% 98 91 0.52 -0.06
20% 399 460 0.46** 20% 133 129 0.51 -0.04

2010+
2.5% 34 37 0.48 2.5% 5 2 0.71 -0.24
5% 60 66 0.48 5% 16 7 0.70* -0.22*
10% 116 131 0.47 10% 23 13 0.64 -0.17*
15% 168 185 0.48 15% 34 22 0.61 -0.13*
20% 201 257 0.44** 20% 40 29 0.58 -0.14**

Notes: This table shows the number of results that fall into each caliper over time, as well as the
proportion of results that fall above the threshold for significance within the caliper and the dif-
ference of this proportion across RCTs and non-RCTs. Stars indicate whether the proportions are
statistically significantly different from 0.5 (Columns 3 and 6) and from each other (Column 7). 2
results included in Table A.6 were from pre-1990 papers and are not included above. *** = Signif-
icant at p ă 0.01, ** = significant at p ă 0.05, * = significant at p ă 0.1.
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TABLE A.8
Caliper tests: by result over time, economics vs. non-economics, extended sample

Economics Non-economics

(1) (2) (3) (4) (5) (6) (7)
Caliper Over Under Prop. Caliper Over Under Prop. Diff.

1990-1999
2.5% 0 0 N/A 2.5% 12 8 0.60 N/A
5% 0 0 N/A 5% 20 15 0.57 N/A
10% 0 0 N/A 10% 40 46 0.47 N/A
15% 0 0 N/A 15% 64 69 0.48 N/A
20% 0 0 N/A 20% 82 100 0.45 N/A

2000-2009
2.5% 67 24 0.74*** 2.5% 41 32 0.56 0.17**
5% 93 66 0.58** 5% 61 61 0.50 0.08
10% 153 159 0.49 10% 114 123 0.48 0.01
15% 212 240 0.47 15% 181 196 0.48 -0.01
20% 279 308 0.48 20% 253 281 0.47 0.00

2010+
2.5% 31 32 0.49 2.5% 8 7 0.53 -0.04
5% 61 59 0.51 5% 15 14 0.52 -0.01
10% 108 116 0.48 10% 31 28 0.53 -0.04
15% 159 170 0.48 15% 43 37 0.54 -0.05
20% 190 226 0.46* 20% 51 60 0.46 0.00

Notes: This table shows the number of results of studies by authors in economics and non-
economics departments that fall into each caliper over time, as well as the proportion of results
that fall above the threshold for significance within the caliper and the difference of this pro-
portion across economics and non-economics papers. Stars indicate whether the proportions are
statistically significantly different from 0.5 (Columns 3 and 6) and from each other (Column 7).
2 results included in Table A.6 were from pre-1990 papers and are not included above. *** =
Significant at p ă 0.01, ** = significant at p ă 0.05, * = significant at p ă 0.1.
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TABLE A.9
Caliper tests: by result, method and discipline, extended sample

RCTs Non-RCTs

(1) (2) (3) (4) (5) (6) (7)
Caliper Over Under Prop. Caliper Over Under Prop. Diff.

Economics
2.5% 63 43 0.59* 2.5% 35 13 0.73*** -0.13
5% 95 94 0.50 5% 59 31 0.66*** -0.15**
10% 176 212 0.45* 10% 85 63 0.57* -0.12**
15% 250 312 0.44** 15% 121 98 0.55 -0.11***
20% 316 400 0.44*** 20% 153 134 0.53 -0.09***

Non-economics
2.5% 60 45 0.57 2.5% 1 2 0.33 0.24
5% 94 86 0.52 5% 3 5 0.38 0.15
10% 180 184 0.49 10% 6 14 0.30 0.19
15% 276 286 0.49 15% 13 17 0.43 0.06
20% 365 416 0.47* 20% 22 26 0.46 0.01

Economics Non-economics

Caliper Over Under Prop. Caliper Over Under Prop. Diff.

RCTs
2.5% 63 43 0.59* 2.5% 60 45 0.57 0.02
5% 95 94 0.50 5% 94 86 0.52 -0.02
10% 176 212 0.45* 10% 180 184 0.49 -0.04
15% 250 312 0.44** 15% 276 286 0.49 -0.05
20% 316 400 0.44*** 20% 365 416 0.47* -0.03

Non-RCTs
2.5% 35 13 0.73*** 2.5% 1 2 0.33 0.40
5% 59 31 0.66*** 5% 3 5 0.38 0.28
10% 85 63 0.57* 10% 6 14 0.30 0.27**
15% 121 98 0.55 15% 13 17 0.43 0.12
20% 153 134 0.53 20% 22 26 0.46 0.07

Notes: This table highlights that there are very few non-randomized studies in this data set that were done
outside of economics and divides the economics results by the method each paper used; non-randomized
studies exhibited much larger biases than randomized studies. Stars indicate whether the proportions are
statistically significantly different from 0.5 (Columns 3 and 6) and from each other across RCTs and non-
RCTs (Column 7). *** = Significant at p ă 0.01, ** = significant at p ă 0.05, * = significant at p ă 0.1.
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TABLE A.10
Caliper tests: by result over time, extended sample

2000-2009 2010+

(1) (2) (3) (4) (5) (6) (7)
Caliper Over Under Prop. Caliper Over Under Prop. Diff.

RCTs
2.5% 77 44 0.64*** 2.5% 34 37 0.48 0.16**
5% 108 100 0.52 5% 60 66 0.48 0.04
10% 200 220 0.48 10% 116 131 0.47 0.01
15% 295 345 0.46* 15% 168 185 0.48 -0.01
20% 399 460 0.46** 20% 201 257 0.44** 0.03

Non-RCTs
2.5% 31 12 0.72*** 2.5% 5 2 0.71 0.01
5% 46 27 0.63** 5% 16 7 0.70* -0.07
10% 67 62 0.52 10% 23 13 0.64 -0.12
15% 98 91 0.52 15% 34 22 0.61 -0.09
20% 133 129 0.51 20% 40 29 0.58 -0.07

Economics
2.5% 67 24 0.74*** 2.5% 31 32 0.49 0.24***
5% 93 66 0.58** 5% 61 59 0.51 0.08
10% 153 159 0.49 10% 108 116 0.48 0.01
15% 212 240 0.47 15% 159 170 0.48 -0.01
20% 279 308 0.48 20% 190 226 0.46* 0.02

Non-economics
2.5% 41 32 0.56 2.5% 8 7 0.53 0.03
5% 61 61 0.50 5% 15 14 0.52 -0.02
10% 114 123 0.48 10% 31 28 0.53 -0.04
15% 181 196 0.48 15% 43 37 0.54 -0.06
20% 253 281 0.47 20% 51 60 0.46 0.01

Notes: This table shows how results for various subgroups changed between the 2000s and 2010+. Stars
indicate whether the proportions are statistically significantly different from 0.5 (Columns 3 and 6) and
from each other (Column 7). *** = Significant at p ă 0.01, ** = significant at p ă 0.05, * = significant
at p ă 0.1.
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TABLE A.11
Caliper tests: by paper, extended sample

(1) (2) (3) (4) (5) (6) (7)
Caliper Over Under Prop. Caliper Over Under Prop. Diff.

RCTs Non-RCTs
2.5% 58 48 0.55 2.5% 15 8 0.65 -0.11
5% 75 71 0.51 5% 20 17 0.54 -0.03
10% 97 114 0.46 10% 21 28 0.43 0.03
15% 118 132 0.47 15% 29 32 0.48 0.00
20% 110 152 0.42** 20% 36 39 0.48 -0.06

Economics Non-economics
2.5% 33 26 0.56 2.5% 40 30 0.57 -0.01
5% 44 40 0.52 5% 51 48 0.52 0.01
10% 47 66 0.42* 10% 71 76 0.48 -0.07
15% 58 79 0.42* 15% 89 85 0.51 -0.09
20% 61 85 0.42* 20% 85 106 0.45 -0.03

Notes: This table shows the number of results that fall into each caliper over time, as well as the pro-
portion of results that fall above the threshold for significance within the caliper and the difference of
this proportion across RCTs and non-RCTs. Stars indicate whether the proportions are statistically
significantly different from 0.5 (Columns 3 and 6) and from each other (Column 7). *** = Significant
at p ă 0.01, ** = significant at p ă 0.05, * = significant at p ă 0.1.
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TABLE A.12
Caliper tests: by result, unpublished vs. published, extended sample

Unpublished Published

(1) (2) (3) (4) (5) (6) (7)
Caliper Over Under Prop. Caliper Over Under Prop. Diff.

All studies
2.5% 25 28 0.47 2.5% 134 75 0.64*** -0.17**
5% 53 48 0.52 5% 198 168 0.54 -0.02
10% 94 108 0.47 10% 353 365 0.49 -0.03
15% 133 161 0.45 15% 527 552 0.49 -0.04
20% 175 207 0.46 20% 681 769 0.47** -0.01

RCTs
2.5% 13 23 0.36 2.5% 110 65 0.63*** -0.27***
5% 26 36 0.42 5% 163 144 0.53 -0.11
10% 57 79 0.42* 10% 299 317 0.49 -0.07
15% 85 116 0.42** 15% 441 482 0.48 -0.05
20% 117 146 0.44* 20% 564 670 0.46*** -0.01

Non-RCTs
2.5% 12 5 0.71 2.5% 24 10 0.71** 0.00
5% 27 12 0.69** 5% 35 24 0.59 0.10
10% 37 29 0.56 10% 54 48 0.53 0.03
15% 48 45 0.52 15% 86 70 0.55 -0.04
20% 58 61 0.49 20% 117 99 0.54 -0.05

Economics
2.5% 24 28 0.46 2.5% 74 28 0.73*** -0.26***
5% 52 47 0.53 5% 102 78 0.57* -0.04
10% 92 102 0.47 10% 169 173 0.49 -0.02
15% 129 153 0.46 15% 242 257 0.48 -0.03
20% 170 195 0.47 20% 299 339 0.47 0.00

Non-economics
2.5% 1 0 1.00 2.5% 60 47 0.56 0.44
5% 1 1 0.50 5% 96 90 0.52 -0.02
10% 2 6 0.25 10% 184 192 0.49 -0.24
15% 4 8 0.33 15% 285 295 0.49 -0.16
20% 5 12 0.29 20% 382 430 0.47* -0.18

Notes: This table presents the main findings disaggregated by publication status. Stars indicate whether
the proportions are statistically significantly different from 0.5 (Columns 3 and 6) and from each other
(Column 7). *** = Significant at p ă 0.01, ** = significant at p ă 0.05, * = significant at p ă 0.1.
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TABLE A.13
Caliper tests: by result, number of studies, and order of study, extended sample

(1) (2) (3) (4) (5) (6) (7)
Caliper Over Under Prop. Caliper Over Under Prop. Diff.

ď 10 papers ą 10 papers
2.5% 12 14 0.46 2.5% 133 84 0.61*** -0.15
5% 28 30 0.48 5% 204 177 0.54 -0.05
10% 49 63 0.44 10% 362 392 0.48 -0.04
15% 76 96 0.44 15% 540 586 0.48 -0.04
20% 102 130 0.44* 20% 707 798 0.47** -0.03

First 10 papers Later papers
2.5% 68 32 0.68*** 2.5% 77 66 0.54 0.14**
5% 101 82 0.55 5% 131 125 0.51 0.04
10% 169 190 0.47 10% 242 265 0.48 -0.01
15% 243 285 0.46* 15% 373 397 0.48 -0.02
20% 328 386 0.46** 20% 481 542 0.47* -0.01

Notes: This table presents the main findings according to whether the result came from a paper on a relatively
popular intervention-outcome combination (more than 10 papers) and whether it was a relatively early result
within an intervention-outcome combination (within the first 10 papers on that intervention-outcome). These
numbers are smaller than those in other tables because attention is restricted to results classified as fitting within
one of the “broad” outcome categories of educational outcomes, economic outcomes, and health outcomes. Stars
indicate whether the proportions are statistically significantly different from 0.5 (Columns 3 and 6) and from
each other (Column 7). *** = Significant at p ă 0.01, ** = significant at p ă 0.05, * = significant at p ă 0.1.
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